
 

In this document we provide the following supplementary contents: 
 

 Applications of multiple challenging interactive texture transfer tasks: turning doodles into artworks, editing 
decorative patterns, generating texts in special effect and swapping textures. 

 Comparison of our interactive texture transfer approach with state-of-the-art methods. 

 Experimental results with state-of-the-art image completion methods.  

 Experimental results with drastically different semantic inputs. 

 Failure cases. 

 

1. Applications 

1.1. Doodles-to-artworks 

This task turns doodles into paintings with various styles, including oil pastel, watercolor, colored pencils, comic and 
photorealism. 
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Figure 1. Doodles-to-artworks transfer results. Image courtesy of Champandard [2]. 
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Figure 2. Doodles-to-artworks transfer results. Image courtesy of Van Gogh, Liao et al. [5] and Zcool [1].  
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Figure 3. Doodles-to-artworks transfer results. Image courtesy of Liao et al. [5] and Zcool [1].  



 

 

 
 

Figure 4. Results of doodles-to-artworks transfer with various styles. Image courtesy of Liao et al. [5]. 
 
 

1.2. Decorative Pattern Editing 

 
 

Figure 5. Decorative pattern editing results. Image courtesy of Lu et al. [10] 
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Figure 6. Decorative pattern editing results. Image courtesy of Lu et al. [10]. 



 

 

1.3. Special Effect Text Generation 
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Figure 7. Results of generating special effect text with designed textures. Image courtesy of Zcool [1]. 
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Figure 8. Results of generating special effect text with designed textures. Image courtesy of Yang et al. [8] and Envato [11]. 
 



 

 
Figure 9. Results of generating complex text with controlling the effect distribution. Image courtesy of Yang et al. [8]. 



 

 
Figure 10. Results of generating complex text with salient structure. Image courtesy of Zcool [1]. 

 
 
 

1.4. Texture Swap 
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Figure 11. Texture swap results. Image courtesy of Yang et al. [8] and Zcool [1]. 

 
 
 
 
 



 

2. Comparisons with State-of-the-Art Methods 

 Here we compare our algorithm with state-of-the-art interactive texture transfer methods in different scenarios. We apply 
synthesis constraint without structure restrain to original optimized-based method [6, 7] to build our baseline. our approach is 
capable of synthesizing higher-quality content-specific stylization with well-preserved structures. 
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Figure 12. Comparison with state-of-the-art methods on the doodles-to-artworks task.  
 

 
 



 

 

 
              Source semantic map semS                    Source stylized image styS                     Target semantic map semT  

 

 
                      Image Analogy [3]                            Text Effects Transfer [8]                            Neural Doodle [2] 
 

 
                  Deep Image Analogy [5]                                 Baseline                                              Our Method 
 

 
Figure 13. Comparison with state-of-the-art methods on the decorative pattern edit task. 
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Figure 14. Comparison with state-of-the-art methods on the special effect text generation task.  
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Figure 15. Comparison with state-of-the-art methods on the texture swap task.  
 



 

 

3. Results with Image Completion Methods 

Our idea is inspired by image completion problem. Semantic map provides more information for boundary patches, after 
those are correctly synthesized, this interactive texture transfer problem could almost be degenerated into an image 
completion task with a large hole to be filled via boundary propagation. We have tried two state-of-the-art inpainting methods 
[4, 9] but our experimental results show that both of them fail to synthesize structural textures with such a large hole. They are 
prone to texture dislocation or fail to preserve local high-frequency structures without enough structural guidance.  
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Figure 16. Results with state-of-the-art image completion methods. 
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Figure 17. Results with state-of-the-art image completion methods. 
 
 



 

4. Results with drastically different semantic inputs. 

Our method can also handle images with drastically different semantic inputs.  But it is hard for people to tell where the 
internal structure to generate in target is reasonable, if salient structure in image and no similar with semantic inputs. The 
images with nearly-homogeneous textures can be better transferred of this part.  
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Figure 18. Results with drastically different semantic inputs. Image courtesy of Lukáč et al. [12].  
 

 
 
 
 
 



 

5. Failure cases. 

 

 
Figure 19. Failure cases due to the illumination in the background of real image. Image courtesy of Zcool [1]. 

 
 
 

 
 

Figure 20. Failure cases due to the fading color in the background of real image (example 1) and the disability to produce 
scale geometric transfer (example 2), like exaggerations of the face and the ears. Image courtesy of Zcool [1]. 
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